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Abstract—In this paper, we compare the performance of two
downlink capacity-improvement schemes based on orthogonal
code-hopping multiplexing (OCHM) and multiple scrambling
codes (MSCs). Both OCHM and MSC systems have been proposed
to overcome a code-limitation problem in a code division multiple
access (CDMA) downlink. We mathematically analyze the user ca-
pacity in a general form, considering various factors such as user
activity, spreading factor, amount of transmission symbol energy
that is allocated to common control channels, amount of outer-cell
interference, orthogonality factor, and sectorization factor. Nu-
merical examples show that the capacity gain of the OCHM-based
system increases as the other-cell interference decreases and the
channel activity decreases. Thus, the OCHM-based system is a
more effective scheme than the MSC-based system, considering
that a code-limited situation more frequently occurs in the case of
low other-cell interference and low channel activity. However, the
OCHM-based system is more sensitive to the orthogonality factor.

Index Terms—Downlink power allocation, multiple scrambling
codes (MSCs), orthogonal code hopping multiplexing (OCHM),
user capacity.

I. INTRODUCTION

PACKET-TYPE services such as Hypertext Transfer Pro-
tocol, File Transfer Protocol, and Wireless Application

Protocol have gradually increased and may become dominant
in future wireless communication systems. In contrast to voice
traffic, these packet-based services have different characteris-
tics. They exhibit high burstiness with low activity, and this
packet-based traffic is, in general, more concentrated on a
downlink, because mobile users often demand information
from servers. Based on these characteristics, the demand for
downlink code channels will increase for packet-based services
in third-generation (3G) and beyond 3G systems [1], [2]. How-
ever, orthogonal code allocation/deallocation mechanisms in
conventional code division multiple access (CDMA) systems
are very inefficient at accommodating this bursty downlink
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packet-type traffic if code channels are allocated to mobile
stations (MSs) by a base station (BS) at each session setup and
are released from the connection after each session termination.
Many inactive periods of bursty traffic cause a waste of orthog-
onal code channels, and the increased demand for orthogonal
code channels results in a lack of orthogonal codewords (OCs),
in spite of the remaining BS power.

On the other hand, the shared-channel-based downlink re-
source allocation method is known to be a very efficient method
for bursty data (delay-tolerant) traffic in wireless communi-
cation systems [3]–[7]. However, this technique requires a
large amount of feedback information and may not correctly
operate in rapidly varying channel environments. Furthermore,
techniques that are based on scheduling are appropriate for
high-rate data services among a small number of users. If a
large number of users demand low-rate data services with low
channel activities, then a BS should transmit much signaling
information, which includes subcarrier allocation, modulation,
and coding format, pending data to specific users, to maintain
the connections.

An orthogonal code hopping multiplexing (OCHM) system
[8]–[12] has been proposed to accommodate a larger number of
MSs with bursty traffic than the number of OCs in a downlink.
It uses statistical multiplexing for an orthogonal downlink in
direct-sequence CDMA (DS-CDMA) systems. Since each MS
communicates with a BS through a given orthogonal code
hopping pattern (HP), signaling messages for allocation and
deallocation of OCs are not needed during a session. An HP
can randomly be generated based on an MS-specific number
(e.g., an electronic serial number), and HP collisions among
MSs may occur.

When an HP collision among MSs occurs in a conventional
frequency hopping spread spectrum system, it is considered
an inevitable interference (hit), given that all MSs are asyn-
chronous with one another [13]. However, an HP collision in
an OCHM system can be detected and controlled by a BS in
a synchronous downlink environment. If HP collisions occur,
then a BS examines user data that experience HP collisions and
determines whether all the user data with the same HP collision
are identical. If all the corresponding data are identical, the
collision does not need to be controlled, and all the colliding
symbols of different users are transmitted with a sum of all
symbol energies, which results in an energy gain at the receiver.
This effect is termed synergy in this context [8]. On the contrary,
if all data with the same HP collision are not the same, then all
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the corresponding data symbols are not transmitted during the
symbol time. This effect is termed perforation. Thus, in OCHM
systems, the HP collisions do not cause intracell interference
(ICI), but the perforations result in information losses. How-
ever, these losses can be recovered by a proper channel coding
technique with additional energy. Therefore, HP collisions in
OCHM systems also differ from the ICI, which is characterized
by a cross-correlation function between non-OCs in the uplink
of DS-CDMA systems.

There has been some performance comparison between the
shared-channel-based resource allocation scheme and the
OCHM-based scheme [14], [15]. Extensive system-level simu-
lation for fair performance comparison was performed [14].
The comparison results show that the OCHM-based scheme
yields better performance than the shared-channel-based
scheme in terms of packet delay, packet delay variance, and
fairness. In addition, it has a system throughput advantage with
low- or medium-rate services. On the contrary, for the delay-
tolerant traffic, the shared-channel-based scheme outperforms
the OCHM-based scheme.

Another method for overcoming the code-limited situation
is to use multiple scrambling codes (MSCs) [16]. More MSs
can be accommodated than the number of OCs in a downlink
by using additional nonorthogonal code sequences. One MSC
scheme [17] is specified in the WCDMA system, and another
type of MSC, i.e., the quasiorthogonal function [18], is used in
the cdma2000 (IS2000) system to enhance the system capacity.
The MSC sets are generated by different masks that are multi-
plied by a Walsh code set. For example, the cdma2000 system
specifies four different MSC sets, each of which is generated
by a distinct mask. Each mask corresponds to a row in a Walsh
matrix of size 256. The masks that the cdma2000 standard
selected are optimal, in the sense that they minimize the cross-
correlation between the generated MSCs and regular Walsh
codes with the same length. In general, the MSC sets are found
by exhaustive searches for this purpose [19]–[21]. As the
number of MSC sets increases, the inner-cell interference also
increases. Thus, it is obvious that the number of available
MSC sets should be limited due to the corresponding inner-
cell interference. Previous studies [20], [22] focused on how
the performance of CDMA systems can be enhanced with
MSC sets. However, they did not provide a generalized form
of capacity analysis.

In this paper, the user capacity of OCHM- and MSC-based
systems is mathematically analyzed, and the merits and de-
merits of both systems are compared. We analyze the user
capacity in a general form, considering various factors such
as user activity, spreading factor, amount of transmission sym-
bol energy that was allocated to common control channels,
amount of outer-cell interference, orthogonality factor, and
sectorization factor. One power control mechanism is also
considered, with geometric factors such as propagation loss
and shadowing effect. The rest of this paper is organized as
follows. In Section II, notations for mathematical analysis are
listed. In Sections III and IV, the user capacity of OCHM-based
systems and that of MSC-based systems are mathematically
analyzed. In Section V, numerical examples of both systems
are described. Conclusions are presented in Section VI.

II. NOTATIONS FOR MATHEMATICAL ANALYSIS

b index of a home cell or a home BS;
(Eb/I0)OCHM

req required Eb/I0 for a target bit error rate
(BER) or frame error rate (FER) in OCHM-
based systems;

(Es/I0)OCHM
req required Es/I0 for a target BER or FER in

OCHM-based systems;
(Eb/I0)MSC

req required Eb/I0 for a target BER or FER in
MSC-based systems;

(Es/I0)MSC
req required Es/I0 for a target BER or FER in

MSC-based systems;
E

(t)
s,b→(i,j,b) transmission symbol energy from BS b to

MS(i, j, b);
E

(t)
s,b total transmission symbol energy of BS b;

E
(t)
s,max maximum of transmission symbol energy

of BS b;
g index of adjacent cells or adjacent BSs;
I0,(i,j,b) total interference at MS(i, j, b);
M number of users in a cell;
Mcs total number of code sets that were allocated

to M MSs (= �M/Noc�);
MS(i, j, b) MS with the ith code in the jth code set that

was allocated in cell b;
Nadj number of adjacent cells;
NOC number of orthogonal codes in a set;
Re radius of a circular cell;
Rc channel (or forward error correction) code rate

of a downlink channel;
rb→(i,j,b) distance from BS b to MS(i, j, b);
SF spreading factor;
u(x) unit step function (when x ≥ 0, the value is 1;

otherwise, it is 0);
�x� Smallest integer that is larger than or

equal to x;
�x� largest integer that is smaller than or

equal to x;
α(i,j,b) orthogonality factor that affects MS(i, j, b);
βPN interference suppression factor that is equal

to the autocorrelation of a PN sequence at a
nonzero offset;

βMSC inner-cell interference suppression factor that
is the square of the cross correlation between
two code sequences in distinct quality-of-
service (QoS) sets;

Γb→(i,j,b) propagation loss from BS b to MS(i, j, b);
γ propagation loss exponent (= 4);
λ sectorization factor;
ν(i,j,b) channel activity factor of MS(i, j, b);
ν̄ mean channel activity factor;
μ modulation order [2 for quaternary phase-shift

keying (QPSK), 4 for 16 quadratic-amplitude
modulation];

ρ proportion of power that was allocated to
common control channels;

η power ratio between home BS and other cell
BSs (E(t)

s,k(k �=0)/E
(t)
s,0).
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Fig. 1. Operation of an OCHM system.

III. DOWNLINK USER CAPACITY OF

OCHM-BASED SYSTEMS

A. OCHM Mechanism, HP Collisions, Perforation,
and Synergy

OCHM systems use a synergy and perforation scheme for
controlling HP collisions at a BS. Fig. 1 shows the operation
of an OCHM-based system that uses a synergy and perforation
scheme. It also shows one example of both the transmitted and
received power levels for a specific user. The term Ts denotes
the symbol time. Each user changes the OC according to a given
HP at each symbol time, during which an HP collision may
occur. However, most of the users may be inactive because of
low channel activities when they demand data services. Users
b and d are inactive in Fig. 1, so they follow their HPs during
their sessions. In this case, HP collisions between an active user
group and an inactive user group do not affect the performance
of the active user group. The shaded parts in Fig. 1 indicate this
type of collision.

When an HP collision among the active users occurs, a
BS compares user data that experience the HP collision and
determines whether all user data with the same HP collision
are identical. If all the corresponding data are the same, all
the corresponding data symbols are transmitted with synergy,
which results in an energy gain at the receiver. On the other

hand, if all data with the same HP collisions are not the same,
all the corresponding data symbols are not transmitted. In other
words, they are perforated during the symbol time. For exam-
ple, user e experiences a synergy at (n + 2)Ts and a perforation
at (n + 4)Ts (see [8]–[12] for details on the OCHM systems).

If an HP is randomly generated, the HP collision prob-
ability of a random-hopping (RH) OCHM-based system is
expressed as

PRH
c = 1 −

(
1 − ῡ

NOC

)M−1

(1)

where NOC and M indicate the number of orthogonal codes
in a set and the number of users in a cell, respectively. For a
given mean channel activity ῡ, PRH

c increases as the number of
active users increases. The perforation probability of encoded
symbols in the RH OCHM-based systems is written as

PRH
p = 1 −

(
1 − s − 1

s
· ῡ

NOC

)M−1

(2)

where s is the number of symbol locations per dimension
[s = 2 for binary phase-shift keying (BPSK) and QPSK modu-
lations]. Hence, the synergy probability is given as

PRH
s = PRH

c − PRH
p . (3)
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Recently, we have proposed a new code hopping method,
which is called the group-mode hopping (GH) mechanism
[23], to mitigate the effect of HP collisions. In the GH mecha-
nism, downlink channels are divided into collisionfree groups
(CFGs). There are �M/NOC� groups with NOC OCs within
each group and one last group with a size of M − �M/NOC� ·
NOC if this size is not equal to zero. �x� indicates the largest
integer that is smaller than or equal to x. Within a CFG, the
exclusively assigned HPs do not collide with each other. In
other words, the GH mechanism prevents intragroup collisions.
Thus, HP collisions occur only among users in different CFGs.
If we use a GH mechanism, then (1)–(3) can be replaced,
respectively, as

PGH
c =

M − Nlast

M

{
1 − (1 − ν̄)

⌊
M

NOC

⌋
−1 ·

(
1 − ν̄Nlast

Noc

)}

+
Nlast

M

{
1 − (1 − ν̄)

⌊
M

NOC

⌋}
(4)

PGH
p =

M − Nlast

M

⎧⎨
⎩1 −

(
1 − s − 1

s
· ν̄
)⌊ M

NOC

⌋
−1

·
(

1 − s − 1
s

· ν̄Nlast

NOC

)⎫⎬
⎭

+
Nlast

M

⎧⎨
⎩1 −

(
1 − s − 1

s
· ν̄
)⌊ M

NOC

⌋⎫⎬
⎭ (5)

PGH
s = PGH

c − PGH
p (6)

where Nlast is the number of users in the last CFG.

B. POM

We define a received signal model to analyze the BER of an
OCHM system in this section. As we have noted, HP collisions
between active users result in information losses, and the BER
increases. Thus, we should analyze the BER performance
according to the HP collision probability to analyze the system
performance. We consider the perforation effect in this model.
The received signal model of a BPSK symbol in an additive
white Gaussian noise (AWGN) channel is expressed as

Y =
{

t1 ∼ N(0, σ2), for a perforation
t2 ∼ N(

√
Es, σ

2), otherwise
(7)

where we assume that a positive symbol is transmitted, and
its received symbol energy is . In addition, x ∼ N(m,σ2)
represents that x is a Gaussian random variable with mean m
and variance σ2. We call this model a perforation-only
model (POM), because it considers a perforation effect when
HP collisions occur. The distribution function of POM is
obtained as

FY (y) = G
( y

σ

)
· Pp + G

(
y −√

Es

σ

)
· (1 − Pp) (8)

where

G

(
x − m

σ

)
=

x∫
−∞

1√
2πσ2

e−(x−m)2
/

2σ2
dx.

Therefore, the probability density function of the received
signal in OCHM systems is given as

fY (y) = Pp · 1√
2πσ2

e−y2/2σ2

+ (1 − Pp) · 1√
2πσ2

e−(y−√
Es)2

/
2σ2

(9)

where the received signal follows the POM. This POM provides
a lower bound of the BER performance of OCHM systems.
Furthermore, the POM maintains the consistency according to
the distance between MSs and a BS, since the perforation effect
is not dependent on the relative distance. The BER performance
based on this POM provides the overall system performance,
regardless of the location of MSs for a given HP collision
probability. If we consider the synergy effect, then the BER
performance of a user varies according to the relative distance
of the user, since the quantity of the additional energy at the
receiver due to synergy is determined by the distances between
a BS and code-collision users if the OCHM-based system uses
a power control scheme. Statistically, users near a BS have a
more energy gain than those at the cell boundary. The energy
gain at the receiver due to the synergy scheme is too complex
to analyze in OCHM-based systems. Therefore, we use this
POM for the BER performance analysis in the rest of this
paper.

C. BER Performance of an OCHM System

We use the POM to investigate the coded bit error probability
of the OCHM system with a convolutional code (CC). The CC
is one of the most commonly used channel coding schemes
in wireless communication systems. We assume that a BPSK
modulation is used for transmitting symbols over an AWGN
channel with one-sided power spectral density N0. For a soft-
decision Viterbi decoder, the event and bit error probability
bounds in OCHM systems with a CC are expressed as
[24], [25]

POCHM
e,CC <

∞∑
d=dfree

Ad

d∑
i=0

(
d
i

)
(1−Pp)iP d−i

p Q

(√
2i2RcEb

dN0(1−Pp)

)

(10)

POCHM
b,CC <

∞∑
d=dfree

Bd

d∑
i=0

(
d
i

)
(1−Pp)iP d−i

p Q

(√
2i2RcEb

dN0(1−Pp)

)

(11)

where Ad and Bd are determined by the encoder structure. The
term dfree indicates the free distance of the CC.

We now consider turbo codes (TCs) as a channel coding
scheme for an OCHM system. The original concept of TCs
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was introduced in [26], and the theoretical justification for the
performance of TCs was provided by Benedetto and Montorsi
in [27], [28]. TCs yield an excellent performance, which is
very close to a Shannon limit at low and medium Eb/N0

values. However, the TC performance curve shows a slope
change at high Eb/N0 values if the codefree distance is small.
This phenomenon is called an error floor. In fact, the BER
performance of the TC at low or medium Eb/N0 values is
hard to analyze, and most of the previous studies on the TC
performance assumed relatively high Eb/N0 values, which
indicate an error floor region. Under this assumption, the bit
error probability of the TCs is expressed as [27]

Pb,TC ≈ Wfree

Lframe
· Q

(√
2dfreeRcEb

N0

)
(12)

where Lframe and Wfree indicate the frame length and the
information bit multiplicity of the free distance, respectively.
Equation (12) is based on the fact that the code performance
for high Eb/N0 values essentially coincides with a union bound
that was truncated to the contribution of the free distance, which
is similar to the CC case. Note that the BER performance of
the TC is also determined by the information block length, the
free distance, and its multiplicity. Furthermore, the interleaver
structure is the most important component for a good perfor-
mance in the TC, since it determines the free distance and its
multiplicity.

We need to compute the first several terms of the distance
spectrum to produce a more accurate estimate, particularly at
the Eb/N0 values where a slope change occurs. If we now eval-
uate the expression of the truncated union bound by considering
the contribution of several terms of its distance spectrum, we
obtain the truncated union bound as follows:

UB(l) ≈ Wfree

Lframe
· Q

(√
2dfreeRcEb

N0

)

+
l∑

i=2

Wi

Lframe
· Q

(√
2diRcEb

N0

)
(13)

where di and Wi indicate the ith distance and the bit multi-
plicity of the distance spectrum, respectively. For concatenated
codes, a small penalty (usually less than 0.5 dB) must be taken
into account due to the suboptimality of iterative decoding [29].
However, in (12) and (13), the bit error probability at high
Eb/N0 values is estimated, and its slope is obtained. In most
cases, the parameters di and Wi are not easy to find, since
they are closely related to the interleaver structure. There have
been many studies on the calculation of the free distance and its
multiplicity of the TCs for a given interleaver [29], [30]. In this
paper, we compute the distance spectrum coefficients according
to the method in [30].

When a TC is used for OCHM-based systems, we can
approximate the bit error probability by using the previous
error floor analysis (12) or truncated union bound analysis (13).
Basically, the bit error probability analysis of TCs is similar
to that of the CC cases, except for the computation of distance

spectrum coefficients. Based on the previous analysis of the CC,
the bit error probability of TC is expressed as

POCHM
b,TC ≈ Wfree

Lframe
×

dfree∑
i=0

(
dfree

i

)
(1 − Pp)iP dfree−i

p

× Q

(√
2i2RcEb

dfreeN0(1 − Pp)

)
(14)

UBOCHM(l) ≈
l∑

j=1

Wj

Lframe
×

dj∑
i=0

(
dj

i

)
(1 − Pp)iP

dj−i
p

× Q

(√
2i2RcEb

djN0(1 − Pp)

)
(15)

where d1 = dfree, and W1 = Wfree.

D. FER Analysis From the BER Performance Analysis

In data communications, FER is an important QoS measure,
because even a single bit error in a frame can make the frame
useless. A reasonable approximation for calculating the FER of
a channel coding scheme is given by

FER 
 1 − (1 − Pb)Lframe 
 Pb · Lframe (16)

where Pb(Pb � 1) and Lframe denote the bit error probability
of a channel coding scheme and the frame length, respectively.

E. Downlink Power Allocation for the OCHM System

In the OCHM system, the downlink power that is allocated
for a specific MS is determined by the perforation probability
Pp and the channel environment. The perforation probability
varies according to both the number of users in a cell and the
user activity at a specific time. Previous work only considered
the mean perforation probability according to the number of
MSs in a cell. However, the perforation probability of each
MS is different from each other. Some MSs have lower or
higher perforation probabilities than others at a given time.
A BS can know the exact number of perforated symbols in
downlink frames that were delivered to MSs at the time.
Through the BER performance analysis shown in Section III-C,
the BS can determine the allocated power for a specific MS
in the downlink. If the BER or FER performance analysis
does not exist, then a link-level simulation result is required in
each case.

The additional required Eb/I0 at an MS due to the perfora-
tion can be expressed as

Δ(Eb/I0) = f(ζreq, Pp) − f(ζreq, 0) (17)

where ζreq and f(A,B) denote the required FER at the receiver
and the function of the required Eb/I0 at the MS for ζreq = A
and Pp = B, respectively, as derived from (11), (15), and (16).
The last term in (17) indicates the required Eb/I0 for Pp = 0,
which is the required Eb/I0 in conventional CDMA systems.
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Therefore, the required Eb/I0 for a given Pp and ζreq in
OCHM-based systems is given by(

Eb

I0

)OCHM

req

= f(ζreq, Pp) = f(ζreq, 0) + Δ
(

Eb

I0

)
. (18)

The allocated symbol power for a specific MS at the BS is
determined as

PT =
f(ζreq, Pp) · μRc · I0,(i,j,b)

Ts · Γb→(i,j,b)
(19)

where Ts, Rc, and μ denote the symbol time, channel code
rate, and modulation order, respectively. Let MS(i, j, b) be the
MS with the ith code in the jth code set that was allocated in
cell b, where b indicates the index of a home cell or a home
BS. I0,(i,j,b) indicates the total interference at MS(i, j, b). There
is one code set in OCHM-based systems; thus, j = 1 in (19).
As Pp increases, the required energy at receiver f(ζreq, Pp)
increases, and the allocated power PT also increases.

The total interference at MS(i, j, b) consists of inner-
cell interference due to multipath signals IMP

ic,(i,j,b), outer-cell
interference due to interfering signals from adjacent cells
Ioc,(i,j,b), and AWGN N0 in OCHM-based systems. Thus, the
total interference at MS(i, j, b) is expressed as

I0,(i,j,b) = IMP
ic,(i,j,b) + Ioc,(i,j,b) + N0. (20)

1) Inner-Cell Interference at MS(i, j, b) Due to Multipaths:
A partial loss in orthogonality due to multipath signals induces
inner-cell interference at all MSs. We represent the orthogo-
nality factor by using α. The factor α is defined with a range
from 0 (i.e., complete loss of orthogonality among the differ-
ent signals) to 1 (i.e., perfect orthogonality among different
signals). For example, a profile with almost-perfect orthogo-
nality (0.98 < α < 1) is used to model line-of-sight channels,
a profile with good orthogonality (0.75 < α < 0.98) repre-
sents Pedestrian A channels, and all other profiles represent
Vehicular A [32]. Considering the factor α, the interference at
MS(i, j, b) due to multipaths is expressed as

IMP
ic,(i,j,b) =βPN

(
1 − α(i,j,b)

)
E

(t)
s,b · Γb→(i,j,b)

=βPN

(
1 − α(i,j,b)

)⎧⎨⎩ρE(t)
s,max +

1
λ

∑
(x,y,b)

ν(x,y,b)

× E
(t)
s,b→(x,y,b)

⎫⎬
⎭ · Γb→(i,j,b)

(21)

where βPN, E
(t)
s,b, and Γb→(i,j,b) denote the interference sup-

pression factor, the total transmission symbol energy of BS b,
and the propagation loss from BS b to MS(i, j, b), respectively.
Moreover, ρ, E

(t)
s,max, λ, and ν(x,y,b) represent the proportion

of power that was allocated to common control channels, the
maximum of transmission symbol energy of BS b, the sector-
ization factor, and the channel activity factor of MS(i, j, b),
respectively. E

(t)
s,b→(i,j,b) indicates the transmission symbol en-

ergy from BS b to MS(i, j, b).

2) Outer-Cell Interference at MS(i, j, b): We can model
outer-cell interference as shown in (22). Ioc,(i,j,b) has a maxi-
mum value when six adjacent BSs transmit signals with their
maximum power, whereas Ioc,(i,j,b) has a minimum value
when neighboring BSs transmit only common control channel
signals. Here, βPN is set to 1/Noc [34], i.e.,

Ioc,(i,j,b)

= βPN ·
∑
g �=b

E(t)
s,g · Γg→(i,j,b)

= βPN ·
∑
g �=b

⎧⎨
⎩ρE(t)

s,max +
1
λ

∑
(x,y,g)

ν(x,y,g)

∑
(x,y,g)

E
(t)
s,g→(x,y,g)

⎫⎬
⎭

· Γg→(i,j,b) (22)

where g denotes the index of adjacent cells or adjacent BSs.

F. User-Capacity Analysis

OCHM was proposed to accommodate more MSs than the
number of codewords in the downlink of CDMA systems.
There exists no code limitation because of using random code
HPs instead of fixed codes so that the user capacity is not
limited by the number of codes in a cell. It is limited by only
the maximum transmission power of a BS. The downlink trans-
mission power of a BS causes interference to adjacent cells, so
the total downlink transmission power should be limited to a
specific value Pmax. In other words, we can say that the total
transmission symbol energy E

(t)
s,b of a BS b is limited to the

maximum total transmission symbol energy E
(t)
s,max = Pmax ·

Ts. Dividing E
(t)
s,b into two parts of downlink common control

channels and downlink user traffic channels, the constraint for
the total transmission symbol energy of BS b is written as

E
(t)
s,b = ρE(t)

s,max+
∑

(i,j,b)

ν(i,j,b)E
(t)
s,b→(i,j,b) ≤ E(t)

s,max. (23)

Equation (23) is a main requirement for determining the power
capacity in CDMA systems.

By using (20)–(22), the transmission symbol energy in the
OCHM-based system can be derived as

E
(t)
s,b = ρE(t)

s,max+ν̄ · S ·
Mp

b∑
n=1

(
Φ1 + Ω(n,1,b)

) ≤ E(t)
s,max (24)

where

S =
1

1 − M · φ1

φ1 =βPN(1 − ᾱ)
(

Eb

I0

)OCHM

req

× ν̄

λ · Rc · μ

Φ1 =βPN(1 − ᾱ)
(

Eb

I0

)OCHM

req

× ρE
(t)
s,max

Rc · μ

Ω(n,1,b) =βPN

⎧⎨
⎩ 1

λ

Nadj∑
g=1

E(t)
s,gΓg→(n,1,b) + N0

⎫⎬
⎭

×
(

Eb

I0

)OCHM

req

×
Γ−1

b→(n,1,b)

Rc · μ
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where Nadj indicates the number of adjacent cells. In OCHM-
based systems, Pp increases as the number of users in a cell
increases, and the required Eb/N0 at an MS (Eb/I0)OCHM

req

increases as Pp increases. Thus, the transmitted energy for the
MS increases, and the user capacity can be limited. As we have
noted, the required Eb/N0 at the MS, i.e., (Eb/I0)OCHM

req , is
determined by the channel coding capability that is used in the
OCHM-based systems. Furthermore, the perforation probabil-
ity Pp varies according to HP generation methods. If we use a
GH instead of an RH, we can reduce the Pp for a given number
of users.

IV. DOWNLINK USER CAPACITY OF

MSC-BASED SYSTEMS

In MSC-based systems, the total interference at MS(i, j, b)
consists of inner-cell interference due to multipath signals
˜IMP
ic,(i,j,b), another inner-cell interference due to a partial loss in

orthogonality among MSC sets IMSC
ic,(i,j,b), outer-cell interference

due to interfering signals from adjacent cells Ioc,(i,j,b), and
AWGN N0, i.e.,

I0,(i,j,b) = ˜IMP
ic,(i,j,b) + IMSC

ic,(i,j,b) + Ioc,(i,j,b) + N0. (25)

The other-cell interference and additive noise in (25) are the
same as those of OCHM-based systems.

A. Inner-Cell Interference at MS(i, j, b) Due to
Multipath Signals

Let Mcs be the total number of code sets allocated to M
MSs (= �M/Noc�), where �x� represents the smallest integer
that is larger than or equal to x. Inner-cell interference due
to multipath signals at MS(i, j, b) arises among users in the
same MSC set in MSC-based systems, since the signal of
users in a different MSC set affects the inner-cell interference,
regardless of multipath fading. For 1 ≤ j ≤ Mcs − 1, the inner-
cell interference due to multipath signals is expressed as

˜IMP
ic,(i,j,b) = βMSC

(
1 − α(i,j,b)

)
E

(t)
s,bΓb→(i,j,b)

= βMSC

(
1 − α(i,j,b)

)
×
{
ρE(t)

s,max+
1
λ

NOC∑
x=1

ν(x,j,b)E
(t)
s,b→(x,j,b)

}
Γb→(i,j,b)

(26)

where βMSC denotes the inner-cell interference suppression
factor. For j = Mcs, the inner-cell interference due to multipath
signals is expressed as

˜IMP
ic,(i,j,b) = βMSC(1 − α(i,Mcs,b))

{
ρE(t)

s,max

+
1
λ

Nlast∑
x=1

ν(x,Mcs,b)E
(t)
s,b→(x,Mcs,b)

}
Γb→(i,Mcs,b) (27)

where Nlast indicates the number of users that belong to the last
MSC set.

B. Inner-Cell Interference at MS(i, j, b) Due to MSC

All code sequences within the same set are orthogonal to
one another, whereas the cross-correlation between two code
sequences of distinct sets is not zero. Here, it is meaningful
to derive the lower bound for the maximum absolute cross
correlation. Let Noc be the size of a Walsh code. In addition,
let c = (c1, c2, . . . , cNoc) be any vector with symbols that are
complex roots of unity. Then, the lower bound for the maximum
absolute cross correlation |Rc,wj

| between c and any Walsh
code wj in the Walsh code set WNoc is given by [22]

max {|Rcwj| : c /∈ WNocwj ∈ WNoc} ≥ 1√
Noc

.

This bound also holds for the correlation between any two
MSC sets. Thus, to minimize the interference effect, it would
be desirable to select a proper masking function such that the
correlation between the MSC set and the Walsh code satisfies
the above-mentioned equality bound.

Let the square of this statistical cross correlation be βMSC

and consider the relationship among code sequences. Then, we
can classify the inner-cell interference due to nonzero cross
correlation among code sequences into two cases, as shown in
the following:

– For 1 ≤ j ≤ Mcs − 1

IMSC
ic,(i,j,b) = βMSC

1
λ

Mcs∑
y=1,y �=j

NOC∑
x=1

ν̄E
(t)
s,b→(x,y,b)Γb→(i,j,b)

+ βMSC
1
λ

Nlast∑
x=1

ν̄E
(t)
s,b→(x,Mcs,b)

Γb→(i,j,b). (28)

– For j = Mcs

IMSC
ic,(i,Mcs,b)

= βMSC
1
λ
·

Mcs−1∑
y=1

NOC∑
x=1

ν̄E
(t)
s,b→(x,y,b)

×Γb→(i,Mcs,b). (29)

C. Downlink Power Allocation for MSC Systems

In this analysis, we assume that the transmission power is
perfectly controlled. The BS adjusts the transmission power so
that MSs receive their signal with a given (Eb/I0)MSC

req . The
required transmission symbol energy from BS b to MS(i, j, b)
is expressed as

E
(t)
s,b→(i,j,b) = I0,(i,j,b)

(
Es

I0

)MSC

req

Γ−1
b→(i,j,b)

=
[
IMSC
ic,(i,j,b) + ˜IMP

ic,(i,j,b) + Ioc,(i,j,b) + N0

]

×
(

Es

I0

)MSC

req

Γ−1
b→(i,j,b). (30)

The downlink power that was allocated to MS(i, j, b) is given
E

(t)
s,b→(i,j,b)/Ts, where Ts indicates the symbol time. As the

number of users in a cell increases, the inner-cell interference
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due to non-OCs IMSC
ic,(i,j,b) increases, and the required downlink

power for a single user at the BS also increases.

D. User-Capacity Analysis

Using (25)–(30), the constraint for the total transmission
symbol energy of BS b in the MSC-based systems can be
derived as [33]

E
(t)
s,b = ρE(t)

s,max + ν̄ ·
M∑

n=1

(
Θ2 + Φ2

+ Ω(
n−
(⌈

n
NOC

⌉
−1
)
NOC,

⌈
n

NOC

⌉
,b
)) · Sn ≤ E(t)

s,max (31)

where

θ2 = βMSC

(
Es

I0

)MSC

req

ν̄

λ

Θ2 = βMSC

(
Es

I0

)MSC

req

ρE(t)
s,max

φ2 = βPN(1 − ᾱ)
(

Es

I0

)MSC

req

ν̄

λ

Φ2 = βPN(1 − ᾱ)
(

Es

I0

)MSC

req

ρE(t)
s,max

Ω(x,y,b) =

⎧⎨
⎩βPN

λ

Nadj∑
g=1

E(t)
s,gΓg→(x,y,b) + N0

⎫⎬
⎭

×
(

Es

I0

)MSC

req

Γ−1
b→(x,y,b). (32)

Here, (Es/I0)MSC
req indicates the required (Es/I0) for a target

BER or FER in MSC-based systems. Sn in (31) is defined as
follows:

- For Mcs = 1

Sn =
1

1 − Mφ2
, 1 ≤ n ≤ M. (33)

- For Mcs ≥ 2

Sn =

{
1−Nlast(φ2−θ2)

Π , 1 ≤ n ≤ (Mcs − 1)NOC
1−NOC(φ2−θ2)

Π , (Mcs − 1)NOC + 1 ≤ n ≤ M
(34)

where

Π = u(Mcs−2)
{
(1−NOCφ2)(1−Nlastφ2)−NOCNlastθ

2
2

}
−u(Mcs−3) {1−Nlast(φ2−θ2)} (Mcs−2)NOCθ2. (35)

u(x) represents the unit step function (when x ≥ 0, its value
is 1; otherwise, it is 0). For a given Pmax at the BS, the user
capacity is limited by the Pmax. Thus, the user capacity of the
MSC-based systems is the maximum number of users in a cell
that satisfies (31).

TABLE I
SYSTEM PARAMETERS FOR NUMERICAL EXAMPLES

Fig. 2. BER performance of a CC, with K = 9, and Rc = 1/3.

V. NUMERICAL EXAMPLES

We assume that the maximum transmission symbol energy
of a BS is given by (15 × SF)/(1.2288 × 106) [J], which is
typically used for the cdma2000 system [18]. In addition,
we let the cross correlation between two code sequences be
1/
√

Noc, which is the optimal cross-correlation bound, as
explained in Section IV-B. Thus, the interference factor due
to the introduction of MSCs is βMSC = (1/

√
Noc)2 = 1/Noc,

which is the square value of the cross correlation. Furthermore,
we vary the data channel activity values from 0.1 to 0.5. The
system parameters are listed in Table I. λ and Re represent
the propagation loss exponent and the radius of a circular cell,
respectively. Under this environment, we analyze the system
from the average point of view.

A. BER Performance of OCHM/MSC-Based Systems

Fig. 2 shows the BER performance of a CC in OCHM-based
systems. We use a CC with a code rate of 1/3 and a constraint
length of 9 (K = 9) by using a generator polynomial (557, 663,
711) in octal number, and then, the free distance (dfree) of the
encoder is 18 [35]. The CC that we have introduced was used in
the IS-95 uplink system [34]. The solid line indicates the BER
performance of the CC in the case of Pp = 0, and the broken
lines represent (11) in the case of Pp �= 0. The symbols with
marks indicate the results of computer simulation. The results
of (11) show the upper bound of the simulation results. The
BER values increase as the perforation probability increases.
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Fig. 3. BER performances of a TC, with K = 4, and Rc = 1/3.

TABLE II
REQUIRED Eb/I0 AT THE MS ACCORDING TO Pp AND FERreq

When the Pp value is set to 0.10, the additional required Eb/N0

is approximately 1.5 dB for a BER value of 10−4. Note that
the POM provides the lower bound of the BER performance
of OCHM-based systems, since it neglects the synergy effect
at the receiver. In fact, the BER performance of OCHM-based
systems can be better due to the synergy effect at the receiver.

Fig. 3 shows the BER performance of a TC in OCHM-
based systems. In this simulation, we use a TC that was used
in a Universal Mobile Telecommunications System [1]. The
code rate is 1/3, and the length of information block is 1024.
We compute the free distance and coefficients of the first
several terms in the distance spectrum according to Garello’s
algorithm, which was found in [31]. The lines without symbols
indicate the result in (15) for the OCHM and the result in (13)
for Pp = 0. We compute the first four terms in the distance
spectrum. The simulation results agree with the analytical ones
for high Eb/N0 values, with a slight difference of about 0.5 dB,
which is caused by a suboptimal iterative decoding scheme that
was used in the decoder. If the perforation probability is set
to 0.15, then the additional required Eb/N0 at the receiver is
about 1.5 dB for a BER value of 10−6. If the required BER is
lower than 10−6, then the TC may be inefficient, since it reaches
the error floor region, and the slopes of BER performance
decrease.

Table II summarizes the required Eb/I0 of a CC and a TC
for varying values of ζreq and Pp. As we have noted, the
required Eb/N0 values increase as Pp increases, and a BS

Fig. 4. Downlink transmit power at the BS for varying the number of MSs in
four different systems with a CC.

should allocate more power to MSs with large values of Pp.
More allocated power to MSs can limit the power capacity.
Therefore, the channel coding scheme that was used for the
OCHM is a key factor that affects the OCHM performance. If
an MS requires larger power than a limit due to its perforation,
the BS needs to perform an appropriate admission control
scheme to save power consumption.

In the MSC systems, ICI can occur between users that utilize
the orthogonal code in the distinct scrambling code set. The
interference due to MSCs can be modeled as a Gaussian noise,
and it does not affect the BER performance. It only increases
the interference quantity at the MS. Thus, the required Eb/N0

for a given BER requirement does not vary according to the
number of users. Thus, the required Eb/I0 in the MSC-based
systems is the same as that of the conventional CDMA systems
in the case of the BER graph, where Pp = 0 in Figs. 2 and 3.

B. Required Power at the BS of Each System

Fig. 4 shows the downlink transmit power at the BS for
varying the number of MSs in a cell for four different systems
with a CC: 1) orthogonal code division multiplexing with an
unlimited number of codes (i.e., the ideal case); 2) an MSC
system; 3) an RH-based OCHM; and 4) a GH-based OCHM.
The term η represents the power ratio between a home BS and
a neighboring cell BS. All systems require more power at the
BS as the number of MSs in a cell increases. The OCHM-
based system can be operated in either a GH hopping or RH.
If we use the GH, the performance of the OCHM system can be
improved. In the MSC-based system, if the number of MSs in a
cell is equal to 350, the required power at the BS is larger than
13 W, whereas it is approximately 6 W in the OCHM-based
system with a GH. Therefore, the OCHM-based system yields
better performance than the MSC-based system. The dotted line
in Fig. 4 represents the performance of the system that has an
unlimited number of orthogonal codes. In this system, there
exist no code limitation in the downlink; thus, it does not induce
any inner-cell interference and additional energy at the MS.
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Fig. 5. Downlink transmit power at the BS for varying the number of MSs in
four different systems with a TC.

Fig. 6. Downlink user capacity comparison for varying other-cell interference
η and activity ν with a CC.

Fig. 5 shows another example of the downlink transmit
power at the BS for four different systems with a TC [1]. If
we use the TC as a channel coding scheme, the performance
of the OCHM-based system can be improved, since additional
energy at the MS due to symbol perforations decreases.

C. User Capacity Comparison

Fig. 6 shows the user capacity of the MSC-based system
and that of the OCHM-based system for varying the other-cell
interference (η) and channel activity. We use a CC as a channel
coding scheme. If the channel activity is set to 0.5 like a voice
service, the MSC-based system yields better performance than
the OCHM-based system with RH patterns. However, as the
channel activity decreases, the OCHM-based system with RH
patterns yields better performance than the MSC-based system.
The OCHM-based system relatively has a larger capacity than
the MSC-based system when other-cell interference is small.

Fig. 7. Downlink user capacity comparison for varying other-cell interference
η and activity ν with a TC.

A code-limited situation occurs more frequently when the
channel activity is low, and other-cell interference is small [11];
therefore, the OCHM-based system is more effective than the
MSC-based system. When the other-cell interference is large or
the channel activity is high, the power capacity may be smaller
than the code capacity, i.e., the maximum number of available
codes in a cell. Furthermore, if we use the OCHM-based system
with GH, the OCHM-based system is better than the MSC-
based system, regardless of the channel activity. Note that the
user capacity of the OCHM-based system with a GH is equal to
438 when η = 0.6, and it is much larger than a code limit of 64
in the conventional CDMA systems.

Fig. 7 shows the downlink user capacity of the MSC-based
system and that of the OCHM-based system when a TC is used
as a channel code. The OCHM-based system can accommodate
more users than the MSC-based system. The OCHM-based
system becomes effective as the channel activity decreases. If η
is equal to 0.6 and the channel activity is equal to 0.1, then the
downlink user capacity of the MSC-based system, the OCHM-
based system with RH, and the OCHM-based system with GH
is 518, 692, and 789, respectively. The capacity gain of the
OCHM-based system over the MSC-based system decreases as
η increases.

The capacity gain of the OCHM-based system over the MSC-
based system is defined as

COCHM
gain =

COCHM − CMSC

CMSC
(36)

where COCHM and CMSC indicate the user capacity of the
OCHM-based system and that of the MSC-based system, re-
spectively. Fig. 8 shows the capacity gain of the OCHM-based
system over the MSC-based system. In Fig. 8, a GH scheme
is selected as an HP generation method in the OCHM system.
When an omnidirectional antenna is used at the BS, the capacity
gain increases as the channel activity decreases. If η and the
channel activity are set at 0.6 and 0.1, respectively, the capacity
gain COCHM

gain with CC and TC are equal to 23% and 37%,
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Fig. 8. Capacity gain of the OCHM-based system over the MSC-based
system.

Fig. 9. Capacity gain of the OCHM-based system over the MSC-based system
for varying orthogonality factors.

respectively. When a 3-sector antenna is used at the BS, the
capacity gain is much larger than that with an omnidirectional
antenna. When a 3-sector antenna is used at the BS, η is set at
0.6, and the channel activity is 0.1. The COCHM

gain with a CC and
a TC are equal to 71% and 87%, respectively. The capacity gain
increases as we use a more powerful channel coding scheme,
since the additional energy decreases at an MS in the OCHM-
based system. Thus, the TC is a more attractive coding scheme
in the OCHM-based system. Furthermore, the capacity gain
decreases as the other-cell interference increases.

So far, we have assumed that α is equal to 1; i.e., or-
thogonality is perfectly restored among orthogonal codes. In
real environments, the orthogonality factor varies according
to varying channels. Fig. 9 shows the capacity gain of the
OCHM-based system over the MSC-based system for vary-
ing the orthogonality factor α. The OCHM-based system is
more sensitive to the orthogonality factor than the MSC-based

system, because all active users in the OCHM-based system
induce the inner-cell interference due to multipath fading. In the
MSC-based system, the active users in the same code set induce
the inner-cell interference due to multipath fading, whereas the
active users in the different code set induce only the inner-cell
interference due to the nonzero correlation between different
code sets, which is independent of the orthogonality factor.
The OCHM-based system yields better performance than the
MSC-based system in most situations, although the capacity
gain decreases as the orthogonality factor decreases.

VI. CONCLUSION

In this paper, we have compared both the OCHM- and the
MSC-based systems, which have been proposed to accommo-
date more users than the maximum number of available orthog-
onal codes in the CDMA downlink. The OCHM-based system
does not induce inner-cell interference. However, it requires
more energy at an MS to compensate for the information loss at
a BS. The MSC-based system uses nonorthogonal sequences
that involve inner-cell interference to improve the downlink
user capacity. Numerical examples show that the OCHM-based
system can accommodate more users than the MSC-based
system. The capacity gain of OCHM-based system increases
as the other-cell interference decreases and the channel activity
decreases. Thus, the OCHM-based system is a more effective
scheme than the MSC-based system, considering that a code-
limited situation occurs more frequently in the case of low
other-cell interference and low channel activity. However, the
OCHM-based system is more sensitive to the orthogonality
factor. Note that we have used a POM for the received signal
model in the OCHM-based system. The POM provides the
lower bound of BER performance so that the OCHM-based
system can be better if we consider the synergy effect at the MS.
We have left the performance comparison between OCHM-
based systems and TDM-based scheduling systems for further
study.
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